Dynamics and Spectral Weights of Shake-up Valence Excitations in Resonant Inelastic
X-ray Scattering
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We discuss the trends in the creation of valence excitations resulting from the screening of the
core hole in resonant inelastic x-ray scattering (RIXS) for metals, semiconductors, and strongly
correlated systems. We find that the inelastic spectral weight is not determined by the total energy
of the shake-up structure, as is expected from simple considerations, but by the excitonic nature of
the core hole and the valence electrons. The asymmetry between electron and hole excitations is
emphasized and shown to be important in explaining the RIXS spectrum at, e.g., transition-metal

K edges.
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The inelastic x-ray scattering cross section from a
solid-state system can be enhanced by orders of mag-
nitude, when the incoming x-ray energy wjy, is tuned to a
resonance of the system, which excites an electron from
a deep-lying core state into the valence shell [1]. This is
known as resonant inelastic x-ray scattering (RIXS). In
particular, for RIXS at transition-metal K edges, which
has drawn significant attention recently [2-10], this in-
volves a dipolar transition from the 1s shell into the wide
4p band. By studying the momentum, energy, and po-
larization dependence of the outgoing x-ray with energy
Wwout and momentum q.,, resulting from the radiative
decay of the core hole, one can measure elementary ex-
citations near the Fermi level or across the gap with an
energy w = Wi — Wouy and momentum q = iy, — Yout-
RIXS has several advantages compared to other spec-
troscopic probes. In contrast to angle-resolved photo-
emission, RIXS is bulk sensitive due to the large pene-
tration depth of x-rays. The use of a particular resonance
makes RIXS chemically selective, however, as opposed to
x-ray absorption, there is no core hole present in the final
state. RIXS has provided unique insights into, e.g., the
momentum dispersion of charge excitations in high-T,
superconductors and related systems [3-7], orbital exci-
tations [8, 9], and magnetic ordering dependent transfer
of spectral weight in colossal magnetoresistive mangan-
ites [10].

The RIXS cross section is generally well described by
the Kramers-Heisenberg equation

Tgindous (Win, Wout) = Z |<f|TG(win)T‘9>|25(w - Ey),
!

where |g) and | f) are the ground and final states, respec-
tively; we have taken the ground state energy E, = 0;
T ~p-A and G(wi) = (win — H +40'/2)7L, where H
is the Hamiltonian of the system and I' the intermedi-
ate state lifetime broadening. It is important to realize
that the spectral weights not only result from the tran-
sition operator T' but also from the screening dynamics
due to the Coulomb interaction between the core hole

and the valence shell in the intermediate state [11, 12].
For K-edge RIXS, the attractive potential between the
core hole and the 3d electrons is U, =4-7 eV [13, 14]. The
interaction between the core hole and the excited 4p elec-
tron is small, and the 4p electron is mainly a delocalized
spectator [14-16]. Therefore, the dipolar excitation effec-
tively creates an unscreened core hole and charge flows
in from neighboring ligands and transition-metal ions to
screen the local core-hole potential. After the radiative
4p — 1s de-excitation, the system is left with an intersite
charge excitation due to the screening dynamics. Numer-
ical calculations of the RIXS spectrum have been done
on, e.g., finite clusters [14, 15]. Attempts have been made
to relate RIXS to the dynamic structure factor Sq(w), ei-
ther by lowest order perturbation theory [4, 7] or by an
approximate representation of the intermediate-state dy-
namics [16]. It was proposed that the probability for the
intermediate state core-hole potential to create excita-
tions, such as electron-hole pairs, mainly depends on the
total energy of the shake up. In this Letter, we show
that the RIXS strongly depends on the energies of the
constituents of the excitation, leading to a strong asym-
metry in electron and hole response to the core hole. We
demonstrate that the RIXS spectral line shape is deter-
mined by the nature of the intermediate-state core-hole
valence-shell excitons.

In RIXS, excitations in the 3d-derived valence states
occur as a result of the strong core-hole potential in
the intermediate state, H. = —U, Ziw §10§wd1adm.
We neglect the exchange term in the Coulomb inter-
action; gza and d;ra create a core hole and a valence
electron at site i, respectively; o =T, | is the spin of
the 1s state and « denotes the 3d spin and orbital de-
grees of freedom. Since the local core-hole potential
does not introduce momentum selection rules, we are
mainly interested in the energy dependence of the ex-
citation process. We shall therefore study the angle-
integrated RIXS. Since the 4p electron is treated as a
spectator, we can write TG (win)T = (2 — Hg — H.) ™1,
with z = win — F15_4p +i['/2, where E15_4p, is the energy
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FIG. 1: (color online) (a) Calculated RIXS spectra for a

square density of states with band width W = 2 eV and
U. = 5 eV at half filling (black line, A = 0 eV). For the
semiconductors (A > 0), a gap is opened at the center of the
band. The inset shows the x-ray absorption spectrum (XAS)
for A = 0 eV. For the metal (A = 0), the green line shows
the contribution of the double electron-hole pairs to the RIXS
spectrum and the red dotted line gives the approximate spec-
trum using Eq. (1). (b) The intermediate-state core-hole po-
tential creates occupation of holes (nj_) and electrons (nj_)
below and above the Fermi level, respectively, shown for dif-
ferent values of A.

necessary to make an excitation from the 1s to the 4p
shell and H, is the Hamiltonian describing the 3d-related
electronic structure.

RIXS measures effectively the response of the va-
lence system to a transient local potential H. =
—% Zkk, dL,dk, where N is the number of sites. Let us
first consider the situation of independent particles with a
single orbital degree of freedom, where H; = Zk {—:dedk.
In order to study how the core-hole potential produces
inelastic spectral weight in metallic and semiconducting
materials, we consider a simplified system of a square
density of states (DOS) at half filling. To obtain a semi-
conductor, the DOS is split at the Fermi level by a gap
with size A. The neglect of electron-electron interaction
in the valence shell allows us to treat the different spin
channels separately.

The ground state is the Fermi sea given by |g) =

de;r(|0)7 where |0) is the vacuum state and the product
goes over the L = N/2 occupied states. For the interme-
diate state, a DOS perturbed by a local potential is an ex-
actly solvable one-particle problem, whose solutions are
given by the Green’s function [(}°, G2(2)) "' +U.]~! with
the unperturbed Green’s function G(z) = (2 — ex) L.
Taking the N eigenenergies E,, ordered, F; < Ey <
-+ < Ep, the lowest intermediate state can be written
as |niow) = IIL _,df |0), where df creates an electron in
the eigenstate with energy E,,.

The inset in Fig. 1(a) shows the x-ray aborption spec-
trum (XAS) with two distinct spectral bands, which cor-
respond to final states with an almost full or almost
empty bound state. Experimentally, the energy differ-

ence between the onsets of resonant inelastic x-ray scat-
tering for a screened and an unscreened core hole is 5-
7 eV [6], which is an estimate for U.. For the lower
spectral band, the XAS spectral weight is dominated by
the transitions into |niew), whereas higher lying states
in this band become rapidly orthogonal to the ground
state. In our calculation, we focus on the situation where
the incoming photon energy wj, is tuned to the low-
est intermediate state, which is a typical situation for
momentum- and energy-resolved RIXS experiments. To
obtain the RIXS spectral line shape, we study the decay
of |niew) into the different final states. For the evalua-
tion of the many-body matrix elements, we make use of
the method described by Feldkamp and Davis [17]. For
clarity, we omit the elastic contribution from our spectral
line shapes and focus on the inelastic final states. For the
creation of an electron-hole pair, we have configurations
of the type ks ko) = dL dx_|g), where k. and ks repre-
sent states below and above the Fermi level, respectively.
Since for a particular wi,, the matrix element for absorp-
tion (niow|g) is equal for all RIXS final states, the RIXS
spectral weights are proportional to |(ksk<|njow)|?. Tt is
straightforward to extend this procedure to higher num-
bers of electron-hole pairs. Our calculations show that
the contribution of double electron-hole pairs is of the
order of a few percent, see the green line in Fig. 1(a),
whereas higher electron-hole pairs have a negligible con-
tribution to the RIXS spectral line shape.

The results in Fig. 1(a), for a bandwidth of W =2 eV
and a core-hole potential of U, = 5 eV, differ significantly
from the existing approaches in Refs. 4, 7, 16, which pre-
dict that the on-resonance RIXS spectral line shape is
proportional to the dynamic structure factor S(w), i.e.,
the convolution of the occupied and the unoccupied DOS,
weighted by the energy of the shake-up structure. For a
square DOS, the RIXS on resonance is given by S(w),
which has a triangular shape, multiplied by a U?/w?
[4, 7] or a U%/(U—w)? [16] energy dependence. However,
Figure 1 clearly shows strong deviations from a simple tri-
angular line shape. For the metallic system (A = 0), we
see a strong singularity close to zero energy loss related
to the x-ray edge singularities [18]. In RIXS, however,
the edge singularity is largely obscured by the presence
of a large elastic peak, and one is more interested in the
high-energy component of the spectral line shape. For
higher energies, we find RIXS intensity up to 1 eV, i.e.,
half of the bandwidth. At energies larger than 1 eV, the
intensity quickly decreases to zero. For a small semi-
conducting gap, the singularity disappears and the RIXS
spectral line shape resembles more closely the unoccupied
DOS than S(w). For larger gap values of the order of the
bandwidth, the spectral line shape develops into a trian-
gular shape. The key to understanding the RIXS spec-
tral line shape lies not in the total energy of the shake-up
structure, but in understanding the nature of the exci-
tonic states of the core hole and the valence shell in the
intermediate state, leading to electron density above and
hole density below the Fermi level. From the unitary
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FIG. 2: (color online) (a), (c), and (e) show the occupation of
holes below the Fermi level and electrons above the Fermi level
in the intermediate state for a metallic system, a semiconduct-
ing system (A = 0.3 eV), and a Hubbard system (U = 1 V),
respectively. For illustrative purposes a smaller core-hole po-
tential (U. = 2 eV) is chosen. The dotted line in (a) indicates
the contribution of the excitonic bound state to the electron
occupation above the Fermi level. The green solid lines in (b),
(d), and (f) show the intermediate-state densities of states for
the metallic, semiconducting, and Hubbard systems, respec-
tively. The red dashed lines and the arrows indicate how
much the intermediate-state density of states contributes to
the electron densities above the Fermi level and hole densities
below the Fermi level.

transformation between the eigenstates with and without
core hole df, = > amde with amkx = Cn/(ex — Em),
where (), is a normalization factor, the electron and hole
densities projected from the lowest intermediate state,
ng_ = Zﬁpl gy and nﬁ< = ZTNR:LH p_» can be
calculated, as shown in Fig. 1(b). Although the RIXS
spectral line shapes are calculated exactly, it is worth-
while to note that the RIXS spectrum is well described
by the approximate expression

I(w)=A Z ng._ny_0(w — e, + ek ), (1)
Koke

with A a numerical factor, as shown with a red dotted
line in Fig. 1(a). This approximation is valid as far as the
final states are one electron-hole pair states and electron
and hole wavefunctions are separable. Therefore much
insight into the shape of I(w) can be obtained from the
understanding of nj,_ and nﬁ< . In the intermediate state,
the strong core-hole potential pulls out a bound state
with energy E, = Fy = —-U, — 12U below the bottom
of the band, see Fig. 2(b). This bound state contributes

to the electron density above the Fermi level of the form

ng = % (Ef — %)2 /(ex. — Ep)?, shown as the dotted
line in Fig. 2(a). The other eigenstates in the band are

shifted [17] according to Ey, = ek, — 2% for m > 1,

m

where, for large U, Values the phase shift §,, ,0
for e = — V2V7 ey 2 The phase shift at the Ferml 1evel
dp = 5 — arctan —~ leads to the creation of low-energy

electron-hole palrs resultmg in the edge smgularlty Al-
though distibution functions nj_ — nk> and nk< differ
close to the Fermi level, their high-energy tails are de-
scribed by W sin? §/(N7?|ex|). The physical picture of
the RIXS spectral line shape is as follows. The low en-
ergy loss features of nﬁ<, N s and I(w) are dominated
by the x-ray edge singularity. Larger energy loss features
occur since an electron is bound to the core hole in the
intermediate state. After recombination of the 1s core
hole with the excited 4p electron, this electron scatters
into all the unoccupied states. Although hole excitations
are created locally, holes are not bound to the core hole
and therefore couple strongly to the DOS close to the
Fermi level. Since the hole density nﬁ< is much closer to
the Fermi energy, while the electron density ny_ spans
the whole empty band, the RIXS resembles more closely
the unoccupied DOS than a convolution of unoccupied
and occupied DOS. Note that, when the energy is tuned
to the satellite in the XAS spectrum, the situation is re-
versed. The exciton state is empty, and the hole in the
bound state scatters to all the occupied states.

The situation changes when a semiconducting gap is
opened. The Fermi level now shifts to the center of the
gap, and two bound states are formed, see Fig. 2(d),
with energies — U2 4+ AZ? in the limit U., A > W.
In the limit U >> A thlb gives one bound state below
the bottom of the band at Ef =2 —U. and the other
inside the gap at E,? >~ (. Expressions for larger W
are more complex, but give essentially the same physics.
From Fig. 1(b) we see that the singularity disappears
when the semiconducting gap A increases. From Fig.
2(d), we clearly see that the electron density above the
Fermi level and the hole density below the Fermi level
originate predominantly from the bound states. Note,
however, the strong asymmetry in the distribution below
and above the Ferml level. The distributions functions
are given by nk ~ (ex — Ep’ ")=2. Note that the energy
difference between the lowest bound state and the bottom
of the conduction band is U, + %, whereas the energy
difference between the bound 5tate inside the gap and the
top of the valence band is only & 5 This stronger coupling
of the bound state inside the gap with the valence band
leads to the peaked nature of the hole distribution below
the Fermi level.

The relationship between the RIXS spectrum and the
dynamic structure factor is one of the interests of recent
studies. Our results on the form of nﬁ< and nj_ allow
us to find explicit expressions of I(w) in certain limiting
cases, which can be compared with S(w). For example,
in the limit U, > A, W, we obtain that RIXS is propor-
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FIG. 3: (color online) RIXS spectral line shapes resulting
from tuning the incoming photon energy to the lowest inter-
mediate state for on-site Coulomb interactions U = 1,2, and
3 eV.

tional to S(w)/[5 (w —5)] and S(w)/[VF2 (w — TE2)],
in the regions A < w < A+ W/2, where S(w) ~ w — A
and A +W/2 <w < A+ W, where S(w) ~ A+ W —w,
respectively. In this limit, we find that the integrated
spectral weight approaches AY") \_ny_ng_ or A/4in
the case of half filling as a function of A, recovering the
limiting case found by Van den Brink and Van Veenen-
daal [16].

For independent particles with a single orbital degree
of freedom, the other spin channel would be equivalent
and one has two bound states on the site with the core
hole in the intermediate state. However, for transition-
metal compounds, the Coulomb interaction between va-
lence electrons is often non-negligible. To study this, we
consider the Hubbard model, which has an additional
on-site Coulomb term U )", d,TTddeLdi ;- The Hubbard
model cannot be solved exactly, but the main features
can be understood by following Hubbard’s approach [19],
which we use as a starting point of our analysis of the
RIXS spectral line shape. The on-site Coulomb interac-
tion splits the DOS into lower and upper Hubbard bands
(LHB and UHB) with a gap proportional to U. With
the two spin degrees of freedom on the site with the core
hole, two bound states are pulled below the bottom of
the LHB, see Fig. 2(f). The lowest bound state at ap-
proximately U, below the LHB consists mainly of states
from the LHB. The second bound state, which is about
U higher in energy, has mainly UHB character. For the
lowest intermediate state, both bound states are filled,
giving an energy of —2U. + U, which is equivalent to
two electrons on a site with a core hole. After the de-
excitation, these electrons can scatter to different states.
However, the states from LHB were already occupied in
the ground state and do not contribute to the inelastic
scattering, see Fig. 2(f). In contrast, in the ground state,
very few doubly occupied states are present and the sec-
ond bound state leads to scattering to all the states in the

UHB. After filling the two bound states, we have N — 2
electrons left to fill the NV —1 states in the LHB in the in-
termediate state. For the lowest intermediate state, one
therefore finds a hole at the top of the LHB, and the hole
scatters only to a narrow region of the occupied DOS,
see Figs. 2(e) and 2(f). The RIXS spectral line shape
therefore mainly reflects the unoccupied DOS, as is clear
from the RIXS spectra in Fig. 3 for U = 1,2, and 3 eV,
where the incoming photon energy is tuned to the low-
est intermediate state. Note that the width of the RIXS
spectrum is W/2, i.e., the width of the UHB. Tuning the
photon energies to higher energies leads to a scanning of
the LHB.

Materials with narrow unoccupied and wide occupied
bands provide testing grounds for our results, since our
theory predicts a narrow RIXS spectrum with the hole
excitations close to the Fermi level, whereas a simple con-
volution of the unoccupied and occupied states gives a
wide RIXS spectrum. Recent calculations [20] suggest
that the undoped manganite LaMnOg3 has such asym-
metric band widths (about 0.4 eV and 2 eV for the unoc-
cupied and the occupied band, respectively) due to the A-
type orbital ordering. The experimental RIXS spectrum
for this material [20] indeed shows a narrow peak with a
small dispersion (less than 0.5 eV), consistent with our
theory. It would also be worthwhile to examine the RIXS
spectrum for materials with prominent features in the
occupied bands far below the Fermi level, which would
distinguish our theory from a simple convolution.

In summary, we have shown that the spectral weight
of charge excitations in transition-metal K-edge RIXS,
where the core-hole potential is larger than the effec-
tive bandwidth, is not determined by the total energy of
the shake-up, but results mainly from the nature of the
intermediate-state core-hole valence-shell excitons. The
strong difference in exciting electrons and holes make it
difficult to interpret the spectral line shape in terms of
Sq(w), obtained from, e.g., ab initio calculations, mul-
tiplied by a resonance function. However, the method-
ology described in this Letter can be straightforwardly
extended to more complicated systems allowing a better
interpretation of transition-metal K-edge RIXS.
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